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CAU-Net: A Convolutional Attention U-Network
For Radar Signal Deinterleaving
Yejian Zhou, Ye Zheng, Shaopeng Wei, Lei Zhang, and Zhenyu Wen

Abstract—The deinterleaving of radar signals is designed to
segregate distinct pulses within a composite signal, facilitating
the detailed analysis of individual components. This process is
pivotal in situational awareness applications, including target
signal interception and cognitive jamming antagonism. In the
existing electromagnetic environment, the radar emitter pulse
modulation parameters will be jitter modulated to improve its
anti-identification ability, leading to the lack of integrity of
the pulse features obtained from the measurements and the
degradation of the deinterleaving performance of the existing
methods. In this paper, a Convolutional Attention U-Network
(CAU-Net) is proposed to deinterleave the original signal. Guided
by the attentional mechanism, the feature of the original signal is
extracted by the Attention Down-Sampling (ADS) block without
necessitating pulse measurement. Then, it is used to classify the
predicted pulses by the Feature Fusion Up-Sampling (FFUS)
block, with the prior maximum number of radar emitters in
each sample. The experimental results demonstrate the superior
performance of the proposed CAU-Net in terms of deinterleaving
and complexity, and its robustness is confirmed under various
noise conditions.

Index Terms—Radar signal deinterleaving, Deep convolutional
network, Convolutional attention mechanism, Parameter estima-
tion.

I. INTRODUCTION

RAdar signal deinterleaving serves to segregate distinct
pulses from a high-density mixed pulse stream in multi-

emitter scenarios. This process provides essential support for
emitter identification, target tracking, and subsequent decision-
making, making it a key component of Electronic Support
Measurement (ESM) systems.

In conventional works on radar signal deinterleaving, pulse
streams are described using Pulse Descriptive Words (PDWs),
such as Direction Of Arrival (DOA) and Pulse Width (PW).
The deinterleaving process is often accomplished through pa-
rameter matching. For example, Saperstein proposed the tem-
plate matching approach, wherein deinterleaving is achieved
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by constructing a radar pulse database and comparing it with
the received signal [1]. After that, other periodic features of
pulse streams are introduced in the relative works, including
Cumulative Difference Histogram (CDIF) [2] and Sequential
Difference Histogram (SDIF) [3]. To address the effect of
subharmonics on this sort of method, the Pulse Repeat Interval
(PRI) transform is proposed [4]. It achieves the parameter
estimation by utilizing a complex-valued integral during the
histogram calculation.

With the advancement of deep learning techniques, several
exploratory methods utilizing neural networks have been pro-
posed in recent years [5]–[13]. A three-layer neural network
is designed to facilitate the categorization of PRI modulation
based on the statistics feature of the time-domain signal [5].
In Refs. [7], Recurrent Neural Network (RNN) is employed to
extract the sequential feature in pulse streams for the deinter-
leaving task. With the attention mechanism, the classification
of pulse streams is achieved by the Gated Recurrent Unit
(GRU) [8]. Chao et al. integrated the concept of semantic seg-
mentation into radar deinterleaving, employing Bidirectional
Recurrent Neural Networks (BRNN) to achieve radar pulse
deinterleaving [10]. In all, these methods rely on the sufficient
PWDs of each pulse to achieve the deinterleaving, which
hardly can be ensured during the measurement processing. It
directly affects the deinterleaving performance. In addition,
these methods require the knowledge of the number of radar
emitters in the pulse before the identification process.

This paper presents a novel approach to deinterleaving
employing a CAU-Net framework. This technique stands out
by utilizing the original received signal directly for deinter-
leaving, thus obviating the necessity for additional prepro-
cessing steps. We extract multiscale features of pulse spatial
location information from the received signal through the ADS
block. Subsequently, the extracted multiscale features undergo
continuous fusion and deconvolution via the FFUS block to
yield the prediction results. Notably, this algorithm surpasses
the constraints of existing radar signal deinterleaving methods
grounded in deep learning, which typically demand prior
knowledge (e.g., the number of radar emitters). Furthermore,
it achieves precise de-interleaving even amidst fluctuations in
the number of radar emitters.

The main contributions of this article are as follows:
• The proposed method CAU-Net does not require PDWs

and uses the original signal as a deinterleaving object.
In this way, problems such as measurement errors, pulse
loss, and spurious pluses during the pulse measurement
are avoided, and the robustness of the deinterleaving
process is enhanced.
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• To the best of out knowledge, it is first time that a
deinterleaving network has been proposed to solve the
problem of identifying multiple emitters. The proposed
CAU-Net architecture enhances the ability of the model to
flexibly adapt to samples with varying numbers of radar
emitters by CBAM, improving the broad applicability of
deep learning methods in the field of radar deinterleaving.

II. PROBLEM DESCRIPTION

The conventional method based on PDWs encounters chal-
lenges in precisely deinterleaving radar emitters exhibiting
similar signal types and intricate signal modulation. In order
to capitalize on the characteristics of the original signal, this
paper explores a deinterleaving approach grounded in received
signals, termed signal-layer deinterleaving, as depicted in
Fig.1.
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Fig. 1. The processing comparison between the PDWs-based method and
proposed method. (Left: the PDWs-based method; Right: the proposed signal-
layer deinterleaving method.

The Linear Frequency Modulation (LFM) signal stands
out as one of the frequently employed signals in modern
radars, featuring a substantial time-bandwidth product. This
characteristic allows for the simultaneous attainment of an
extended range and distance resolutions. Consequently, this
signal type is chosen as the transmit waveform, and its time-
domain signal expression is articulated as follows [14]:

s (t) = A · rect
(
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)
exp
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j2π
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(1)

where A is the signal amplitude, Tp is the time width, f0 is the
center frequency, k = B/Tp is frequency modulation slope,
and B is the bandwidth. The rectangular function is defined
as follows:
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The modulation mode of a signal significantly influences the
performance and functionality of a radar. Traditional methods
identify constant modulation and staggered modulation, both
of which exhibit limited anti-interference capabilities. This
paper introduces and employs the PRI Jittered modulation and
PW Jittered modulation modes in simulation experiments. The

jittered PRI sequence fluctuates around a specific PRI value,
with the jitter range consistently varying between 1% and 30%
of the PRI value. The jittered values are random, typically
following a Gaussian or uniform distribution [6]. In subsequent
experiments, the uniform variation has been employed, and the
values of the jittered PW sequence align with the previously
mentioned description.

T ′
r = (1− α+ 2α · rand) · Tr (3)

T ′
p = (1− α+ 2α · rand) · Tp (4)

where T ′
r is the value of PRI, Tr is the constant PRI, T ′

p is
the value of PW, Tp is the constant PW, α is jittered rate.

Assuming that there are N radar emitters, the n-th radar
emitter a total of M pulses are emitted during a Coherent Pro-
cessing Interval (CPI), the first pulse time of arrival TOAn,0

and the start time of the m-th pulse is tn,m. According to Eqs
(1)-(4), the time domain expression of the received signal is
as follows:

S (t) =

N∑
n=1

M∑
m=1

An · rect
(
t− tn,m

T ′
p

)
exp

(
jπk(t− tn,m)

2
)

(5)

tn,m =


TOAn,0,m = 1

TOAn,0 +
m−1∑
i=1

T ′
r,i,m ≥ 2

(6)

where f0 equals to 0 after the down-conversion processing.
Based on the above derivation, PRI, PW, and PA are used

as the primary features for distinguishing each radar emitter
pulse. To learn these features, we need to train the model
using the location of each pulse from each source as ground
truth. Unlike image processing, pulses from multiple radar
sources can coexist within a time interval, and therefore
the sampling points during that time interval have multiple
semantic information. To overcome the above problem, we
set up N channels with the same length as the length of the
signal sequence according to the number of radar emitters, and
if the pulse signal of the n-th radar source occurs in a certain
period, all the sampling points in the corresponding period of
the n-th channel will be of category 1, and the rest of the
sampling points will be of category 0. Finally, we supervise
the training of the model using the N channel as the labels.

III. THE PROPOSED METHOD

To deinterleave the original signal when the number of radar
emitters is unknown, we propose a CAU-Net to accomplish
the deinterleaving task, as shown in Fig.2. In the proposed
network, multiscale features are extracted by an attention
down-sampling block, and fused to achieve deinterleaving by
a feature fusion up-sampling block. Furthermore, it is crucial
to align the channels of the last layer of the decoder with
the maximum number of radar emitters in the received signal.
This alignment ensures that data from all potential numbers
of radar emitters can be processed simultaneously. Details are
below.
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Fig. 2. Overall framework of our proposed model.
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Fig. 3. Diagram of each attention sub-module.

A. Key modules

The architectures of the ADS block and the FFUS block
are depicted in Fig.2. The ADS block consists of one convo-
lutional layer, one batch norm layer, one pooling layer, and
one CBAM layer. The convolutional layer has a convolutional
kernel size of 3×3, strides of 1, and padding of 1. The batch
norm layer maps the input to a standard normal distribution,
which facilitates model training. The activation function is
the Rectified Linear Unit (ReLU). The pooling layer uses
a max-pooling size of 2×2. Each CBAM layer consists of
two sequential submodules: the Channel (CA) module and the
Spatial (SA) module. The intermediate feature map undergoes
adaptive refinement through CBAM in every convolutional
block of deep networks. As illustrated in Fig. 3, the CA mod-
ule employs both max-pooling outputs and average-pooling
outputs with a shared network, while the SA module utilizes
similar outputs pooled along the channel axis, forwarding them
to a convolutional layer. The CA weights Wc and the SA
weights Ws are computed by the following equations.

Wc (f) = σ (Linear (avgpool (f)) + Linear (maxpool (f)))
(7)

Ws (f) = σ (conv7×7 (concat (avgpool (f) ,maxpool (f))))
(8)

where f is the input feature, σ denotes the sigmoid function,
Linear (·) is linear layer, concat denotes channel concatena-

tion.
The overall attention process can be summarized as follows:

f ′ = Wc (f)⊗ f
f ′′ = Ws (f

′)⊗ f ′ (9)

where ⊗ denotes element-wise multiplication.
The FFUS block comprises an up-sampling of the feature

map, succeeded by a 2x2 convolution that reduces the number
of feature channels by half. This is followed by concatena-
tion with the correspondingly cropped feature map from the
encoder and two 3x3 convolutions, each followed by a ReLU.

B. Loss function

Given the predicted deinterleaving signal ŷl,n and the
ground truth yl,n, the formula for the prediction loss is
calculated below:

Loss =
1

L ·N

L∑
l=1

N∑
n=1

(ŷl,n − yl,n)
2 (10)

where L is the length of the signal sequence, ŷl,n and yl,n
represent the probability and the ground truth that the l-th
sampling point of the n-th channel is radar emitter signal,
respectively.

IV. EXPERIMENTS

A. Design of Experiments

TABLE I
MAIN PARAMETERS OF SIMULATION SAMPLES

PW
[ms]

PRI
[ms]

TOA
[ms]

Modulation
mode

Jitter
rate

Emitter 1 [0.1,0.3] [2,4] 0 Jittered 0.2
Emitter 2 [0.1,0.3] [2,4] 0.2 Jittered 0.2
Emitter 3 [0.1,0.3] [2,4] 0.4 Jittered 0.2
Emitter 4 [0.1,0.3] [2,4] 0.6 Jittered 0.2
Emitter 5 [0.1,0.3] [2,4] 0.8 Jittered 0.2

To evaluate the viability of the proposed method, we
conducted simulations where the number of emitters in each
sample ranged from two to five. The primary parameters for
each radar are detailed in Table I. All emitters maintain a fixed
signal bandwidth of 2 MHz, with a Signal-To-Noise Ratio
(SNR) set at 20 dB. The dataset consists of 8800 samples,
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Fig. 4. Comparison results of deinterleaving for different number of radar emitters

encompassing diverse radar emitter configurations, where each
time-domain sample lasts 20 ms. Subsequently, the entire
dataset is randomly divided into training and test sets at a
ratio of 10:1. Our proposed framework is implemented using
the publicly available PyTorch library on an NVIDIA A100
80 GB PCIe GPU.

B. Performance Metrics

In this experiment, the Similarity Coefficient (SIM), Pixel
Accuracy (Acc), and Intersection Over Union (IOU) are cho-
sen as quantitative measures to evaluate the performance of
our method in the deinterleaving of received signals. The
evaluation metrics can be expressed as follows:

SIM = ξ(ŷ, y) =

∣∣∣∣ L∑
l=1

N∑
n=1

ŷl,n · yl,n
∣∣∣∣√

N∑
n=1

[
L∑

l=1

ŷ2l,n ·
L∑

l=1

y2l,n

] (11)

Acc =
TP + TN

N · L
(12)

IOU =
TP

TP + FP + FN
(13)

where TP is the true predicted points when the pulse appears,
TN is the true predicted points when the pulse does not
appears, FP is the false predicted points when the pulse does
not appear, and FN is the false predicted points when the
pulse appears.

C. Results
In this section, the received signals, comprising different

numbers of radar transmitters, undergo processing using the
proposed method. A subset of the results is illustrated in Fig.4.
Furthermore, to assess the deinterleaving performance of the
received signals, the predicted outcomes are compared with
the actual labels, and the result is summarized in Table II. As
the number of radar emitters increases, the number of pulses
in the received signal increases significantly and the signal
becomes more complex, resulting in a slight degradation of
the model’s deinterleaving performance.

Besides, we conducted a comparative analysis of the sep-
aration performance between the proposed method and the
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TABLE II
DEINTERLEAVING PERFORMANCE WITH DIFFERENT NUMBERS OF RADAR

EMITTERS

2 3 4 5
SIM 0.994 0.963 0.956 0.903
Acc 0.999 0.996 0.993 0.982
IOU 0.987 0.920 0.890 0.781

TABLE III
PERFORMANCE COMPARISON

DCN U-Net U2Net SSD CAU-Net
SIM 0.603 0.658 0.637 0.763 0.932
Acc 0.955 0.974 0.963 0.950 0.991
IOU <0.5 <0.5 <0.5 0.501 0.831
Parameters 0.61M 2.71M 14.7M 1.17M 2.76M
FLOPs 4867.0M 2755.1M 9223.9M 9446.4M 2756.7M

model structures presented in [10], [15], [16], [17] for the
deinterleaving task. As indicated in Table III, compared with
most existing refined networks, our method achieves improved
deinterleaving accuracy with a marginal increase in complex-
ity.

Moreover, we evaluated the performance of the proposed
method under various Signal-to-Noise Ratio (SNR) conditions,
with the results illustrated in Fig. 5. The performance remains
stable when handling datasets with differing SNR levels.

                      

        

   

    

   

    

   

    

 

 
 
  
  
  
 
  
 

   

   

   

Fig. 5. The curves of the deinterleaving performance under different SNR
conditions.

V. CONCLUTION

To summarize, the deinterleaving method devised utilizes
a CAU-Net architecture that employs the original received
signal, departing from the traditional PDWs-based approach.
The method dynamically adapts to deinterleaving by learn-
ing received signals from varying numbers of radar emit-
ters. Moreover, a convolutional attention module is integrated
during encoding to augment the model’s feature learning
capabilities. Experimental results substantiate the model’s effi-
cacy, showcasing consistent high-performance separation, even
when dealing with complex modulation modes employed by
each radar emitter.
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